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12 Abstract

13 Rare behavioral phenotypes can challenge hypotheses about the evolution of the neural net-
14 works that drive behavior. In crickets, the diversity of song recognition behaviors is thought to
15 be based on the modification of a shared neural network. We here report on a cricket with a
16 novel resonant song recognition pattern that challenges this hypothesis. Females of the species
17 Anurogryllus muticus respond to pulse patterns with the period of the male song, but also to song
18 at twice the period. To identify the mechanisms underlying this multi-peaked recognition, we first
19 explored minimal models of resonant behaviors. Though all of the three simple models tested
20 (autocorrelation, rebound, resonate and fire) produced some kind of resonant behavior, only a
21 single-neuron model with an oscillating membrane qualitatively matched the A. muticus behav-
2 ior with regard to both period and duty cycle tuning. Surprisingly, the rebound model, a minimal
23 model of the core mechanism for song recognition in crickets, only reproduces the behavior af-
2 ter inclusion of additional computations present in the song recognition network of crickets. We
2 hypothesize that nonlinear computations, such as those leading to multi-peaked responses, can
2 produce rapid—saltatory—behavioral change during evolution. Overall, this shows how pheno-
27 typic novelty can arise from the combination of different computations at the level of single cells

28 and networks.
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Introduction

Evolution has given rise to diverse animal forms and behaviors. Much of this phenotypic diver-
sity is shaped by the process of mate recognition and sexual selection, and various categories
of phenotypic cues—visual, acoustic, chemical, tactiie—must be integrated for mate choice deci-
sions to be made. For many species, acoustic signals—calling or courtship songs—are among
the first features to be recognized and evaluated in mate choice decisions. The acoustic commu-
nication signals produced during courtship behaviors are therefore highly diverse and contribute
to species recognition. However, how the neural networks that produce this behavioral diversity
evolve is largely unknown. A common hypothesis is that novel behaviors arise from shared neu-
ral networks—mother networks—through small changes in connectivity and in cellular properties
(Zhu et al., 2023; Bumbarger et al., 2013; Coleman et al., 2023; Ye et al., 2024; Seeholzer et
al., 2018). At first sight, the idea of incremental changes in network parameters underlying be-
havioral evolution is at odds with the observation that behavior can change rapidly (Gallagher
et al., 2022; Xu and Shaw, 2021; Ronco et al., 2020; Yona et al., 2018) and outlier species—
species with a highly unusual phenotype in a species group—challenge this mother network hy-
pothesis. Evolutionary-developmental biology explains rapid morphological change—so-called
"hopeful monsters”™—through the re-use and modification of nonlinear gene-regulatory modules
(Goldschmidt, 1940; Mdller, 2007). Because of these nonlinearities, large morphological change
can then arise from a single mutation in a saltatory instead of gradual manner. Similarly, behav-
ioral innovations—"behavioral monsters”—could emerge from small changes in a neural network
from the nonlinear mapping between the network’s parameters and the behavior.

Experimental tests of the mother network hypothesis are challenging, because they involve
characterizing and comparing the network properties across many species in a group and then
causally linking the changes in network properties to changes in behavior. However, a precon-
dition for the mother network hypothesis is that the shared network has the capacity to produce
the diverse species-specific behaviors in a group. Computational modeling can help assess this
capacity from behavioral data, by comparing the observed behavioral diversity with that produced
by a computational model of the shared mother network. If the model of the proposed mother net-
work fails to reproduce the behavior of a specific species then that species likely has undergone
more drastic changes in its recognition mechanism inconsistent with the mother network hypothe-
sis. Conversely, the hypothesis is supported if the network can reproduce all observed behaviors,
including those of the "behavioral monsters—species with unusual behavioral phenotypes.

We address the question of behavioral diversity and neuronal evolution in the context of acous-
tic communication in crickets. Males produce pulsed calling songs with species-specific pulse and
pause durations ranging between 10 and 80 ms (Fig. 1A, B) (Alexander, 1962). The songs are
either produced in chirps consisting of a few pulses or continuously, in trills. Females evaluate
the song on the time scale of pulse pause and duration, and of chirps/trills (Fig. 1A) (Grobe et al.,
2012). Attractive songs elicit positive phonotaxis in the female. The female tuning for the calling
songs can be quantified by measuring the phonotactic behavior for artificial pulse patterns in a
two-dimensional parameter space spanned by pulse and pause duration (Fig. 1C). The strength
of phonotactic orientation towards the acoustic stimulus then serves as a measure for the strength
of recognition. So far, preference functions are known from 18 cricket species, and they all reveal
unimodal preferences for a single continuous range of song features (Bailey et al. (2017), Cros and
Hedwig (2014), Gray et al. (2016), Hennig (2003), Hennig (2009), Rothbart and Hennig (2012a),
Rothbart and Hennig (2012b), Hennig et al. (2016), and Blankers et al. (2015) and Ralf Matthias
Hennig, unpublished data). The known preferences fall into three types, characterized by the fe-
males’ selectivity for specific features of the pulse song: Tuning for pulse duration, for period (pulse
plus pause) and for duty cycle (duration divided by period, referred to from now as "DC”) (Fig. 1F).
Tuning for pause duration is a fourth possible phenotype, but this one has not yet been reported in
crickets. Song recognition based on the duration or period of acoustic signals is not restricted to
crickets but found throughout the animal kingdom (Baker et al., 2019; Araki et al., 2016; Perrodin
et al., 2023; Lameira et al., 2024). Understanding the principles underlying the evolution of pulse
song recognition in crickets can therefore inform similar studies in others species groups.

We have recently shown that the song recognition network described in the period-tuned Gryl-
lus bimaculatus can produce the diversity of song recognition known in crickets until now. In G.
bimaculatus, five neurons recognize the song in five steps Schoneich et al., 2015: 1) The ascend-
ing neuron 1 (AN1) pools and transmits to the brain information from auditory receptors in the
prothorax and produces an intensity-invariant copy of the song pattern (Benda and Hennig, 2008).
2) The local neuron 2 (LN2) receives input from AN1 and provides inhibition to LN5 and LN4. 3)
The non-spiking LN5 produces a post-inhibitory rebound potential at the end of each song pulse.
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4) LN3 fires only in response to coincident input from the rebound in LN5 and a delayed input from
AN1. The input delay from ANT1 is tuned such that coincidence only occurs for pulses with the
species-specific period of 30 ms. 5) LN4 receives inhibition from LN2, which further sharpens the
feature tuning. The tuning of LN4 for pulse song matches that of the phonotaxis response. Similar
principles of temporal pattern recognition with delay lines and post-inhibitory rebounds are known
from many systems (Carr and Konishi, 1988; Carr, 1993; Kopp-Scheinpflug et al., 2011) and un-
derstanding the capacity and constraints of this algorithm in crickets can therefore shed light on
temporal pattern recognition across systems. A computational model reproduced the response
dynamics of all neurons in this network as well as the behavioral output (Clemens et al., 2020)
revealed that the network from G. bimaculatus can produce the three preference types known in
crickets—preference for period, pulse duration, and duty-cycle—through changes in network pa-
rameters like synaptic strengths or intrinsic neuronal properties. Thus, the G. bimaculatus network
could be the mother network producing the diversity of song recognition in crickets.

We here describe the male song and female preference of a novel cricket species Anurogryl-
lus muticus (from now referred to as Anurogryllus). Anurogryllus females exhibit a multi-peaked
recognition phenotype that is unique in crickets and could challenge the hypothesis of a shared
mother network: Females are attracted not only to the period of the male song but also to twice the
period (Fig. 1C—E). Importantly, all other known cricket species have preference functions with a
single peak (Bailey et al. (2017), Cros and Hedwig (2014), Gray et al. (2016), Hennig (2003), Hen-
nig (2009), Rothbart and Hennig (2012a), Rothbart and Hennig (2012b), Hennig et al. (2016), and
Blankers et al. (2015) and Ralf Matthias Hennig, unpublished data) and only Anurogryllus exhibits
this multi-peaked preference function. All existing evidence therefore points towards Anurogryllus
having a phenotype that is highly unusual and an outlier in the context of crickets, consistent with
the concept of "behavioral monsters”. Responses to multiples or fractions of a song’s period have
only been shown in a single species of katydids, Tettigonia cantans (Fig. 1H), and such responses
are consistent with a resonant mechanism for song recognition (Bush and Schul, 2006). Compu-
tational modeling in katydids has suggested that delay-based mechanisms can not explain the
resonant responses in the katydid and provided evidence for a nonlinear resonant-and-fire (R&F)
mechanism of song recognition in katydids (Webb et al., 2007). Importantly, it is unclear whether
the computational model of the song recognition network in crickets—which relies on a delay-
based mechanism—can produce the resonant preference of Anurogryllus. Thus, Anurogryllus is
a challenge to the mother network hypothesis and an opportunity to identify the computational
principles that can give rise to resonant tuning.

Here, we provide further support for the mother network hypothesis, by demonstrating that it can
produce the resonant recognition behavior of Anurogryllus. We first explore the tuning properties
of minimal models of resonant behavior based on network and intracellular mechanisms, and
compare these results to those obtained from the full mother network model. Lastly, we explore
the hypothesis that nonlinear computations, such as those that give rise to resonant recognition
behaviors, could form the substrate for saltatory behavioral evolution.
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Figure 1: Anurogryllus is a cricket species with resonant song recognition.

A Schematic of the calling song of males from the cricket species Anurogryllus muticus (from now referred to as Anuro-
gryllus). The song consists of a trains of pulses with a specific pulse duration and pause. The period is the sum of pulse
and pause and corresponds to the song’s rhythm. The duty cycle (DC) is the percentage of the period occupied by the
pulse and corresponds to the song’s energy.

B Pulse and pause parameters from eight Anurogryllus males. The diagonal line corresponds to a DC of 50%, the anti-
diagonal to the average pulse period Ts = 8.6 ms. See Table 1 for all song parameters.

C Female phonotaxis for pulse trains with different duration and pause parameters visualized as a pulse-pause field (PPF).
Phonotaxis is color coded with darker greys representing stronger phonotactic responses (see color bar). Diagonal lines
indicate stimuli with DCs of 30, 50, and 80%, shown in D as the phonotaxis along these diagonals. The anti-diagonal lines
show transects with constant period stimuli shown in E at the average pulse period of the male song Ts (orange), at half
(Ts/2, yellow) and twice (2T, red) the song period. Females respond strongly to pulse patterns with the period of the
males’ song, but also at twice that period, indicating resonant song recognition. See table S6 for statistical significance of
the individual peaks. The PPF was obtained by interpolation of the average phonotaxis values measured for 75 artificial
stimuli in 3-8 females (Fig. S1).

D Period tuning as a function of DC given by three transects through the PPF in C (see legend in C). Vertical lines indicate
Ts/2 (yellow), Ts (orange), and 2 T (red).

E DC tuning as a function of song period, derived from transects through the PPF in C (see legend in C).

F The three previously known female preference types for the pulse pattern of the male calling song in different cricket
species: period (left), duration (middle), and DC (right). The solid black lines indicate the major or most tolerant axis that
defines the tuning type, and the double sided arrows perpendicular to the major axis show the most sensitive feature axis.
G Schematic of the novel resonant recognition from Anurogryllus, simplified from C.

H Resonant recognition from the katydid Tettigonia cantans (Bush and Schul, 2006). The question mark indicates the
range of stimulus parameters not tested in the original study. Anti-diagonal lines in G and H indicate stimuli with T5/2
(yellow), Ts (orange), and 2T (red).

See also Fig. S1 and Table S6.
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Results

Anurogryllus exhibits an unusual resonant recognition phenotype

The calling song of Anurogryllus males consists of continuous trills with a pulse period T, of 8.5 +
0.3 ms, which corresponds to a pulse rate f; of 117.1 + 4.3 pulses per second (Fig. 1A, B). We
refer to the pulse rate measured in pulses per second as f, for notational simplicity. This pulse
rate is unusually high for cricket songs, which have pulse rates between 10 and 50 pulses per
second (Weissman and Gray, 2019). The song’s DC—given by the ratio of pulse duration and
pulse period, and indicating how much of the song is filled by pulses—is 60+10% (see Table 1 for
a list of all song parameters). To quantify the preference of Anurogryllus females for the calling
song we quantified the strength of the females’ phonotaxis response during playback of 75 artificial
pulse trains with different pulse and pause duration combinations (Fig. 1C, S1). This confirms that
females are attracted (perform positive phonotaxis) to the pulse trains produced by conspecific
males: The two-dimensional preference function spanned by pulse duration and pause contains
a broad peak covering periods of 8.5 ms and DCs of 33-80%, which overlaps with the distribution
of male songs. This peak is partially split along the DC axis (Fig. 1C).

Song parameter Mean+ std Range

Carrier frequency 7.0+0.3kHz 6.5-7.5kHz
Pulse duration 51£1.0ms 3.7-6.6 ms
Pulse pause 3.4+0.8ms 2.1-4.4ms

Pulse period 8.5+0.3ms 8.1-9.0ms

Pulse rate 117+4 pulses/s 111-124 pulses/s
Pulse DC 60+10% 50-80 %

Table 1: Parameters of the calling song of Anurogryllus males.
Data from 8 males over 1 minute of song with at least 7500 pulses per male. Carrier frequencies from (Erregger et al.,
2017).

However, the phonotaxis experiments also reveal that females are attracted to songs that differ
substantially from the conspecific song and the tuning of these off-target responses implies a
resonant recognition phenotype in Anurogryllus (Fig. 1D, E, Table 1). These off-target responses
appear at twice or half the song period: First, song with twice the period of the male song (17 ms)
with a high DC (90%) is almost as attractive as the conspecific song. Second, females are also
weakly attracted to song with twice the conspecific period (17 ms) and lower DC (25%). Lastly,
there is a weak and non-significant response peak at half the conspecific period (4.5 ms) and low
DC (33%). The responses at integer fractions or multiples of the song’s fundamental rate indicate
a resonant response mechanism. If we define T, = 8.6 ms as the period of the male song, and
the fundamental rate f, = 1/ T, = 116 pulses per second, then the weak peak at half the period,
Ts/2 =~ 4.3ms, corresponds to the second harmonic, 2f;, while the peaks at twice the period,
2T, ~ 17.2ms, correspond to the second subharmonic, f,/2.

So far, a resonant song recognition behavior—with responses to three different types of pulse
patterns—has not been reported in a cricket (Fig. 1F-G)—it was previously known only in the
katydid Tettigonia cantans (Bush and Schul, 2006) (Fig. 1H). The resonant phenotype in T. can-
tans is similar to that of Anurogryllus: T. cantans females are attracted to pulse trains with the
period of the male song (period 40 ms, DC 50%), and to subharmonics of the male song—songs
with twice the conspecific period (80 ms, DC 25%). T. cantans does not respond to harmonics
(half the period, 20ms) and it was not tested whether females are attracted at twice the period at
higher DCs, the pattern that Anurogryllus is most responsive to apart from the conspecific song. A
simple delay-line based mechanism in T. cantans was ruled out as a potential mechanism for res-
onance using experimental tests, but a resonate-and-fire neuron model with oscillatory membrane
properties could reproduce the resonant song preference (Bush and Schul, 2006; Webb et al.,
2007). Oscillatory neurons have therefore been proposed as a mechanism for song recognition in
T. cantans. However, the rebound-based mechanism at the core of the song recognition network
in crickets had not been considered, and it is unclear whether oscillatory neurons can reproduce
the particular pattern of resonance observed in Anurogryllus.
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Simple models provide insight into the computational mechanisms of reso-
nant tuning

The resonant phenotype in Anurogryllus challenges the mother network hypothesis, as the model
of the song recognition network in crickets was only shown to produce all known single-peaked
phenotypes, not the specific resonant phenotype of Anurogryllys (Clemens et al., 2021) (Figs 1F,
G). We therefore tested whether this model network could also produce the resonant tuning of
Anurogryllus. However, given that the computational model of the song recognition network in
crickets is complex and has many parameters, we decided to first identify the computational prin-
ciples and constraints that shape resonant tuning by investigating the ability of simple network and
single-neuron models to qualitatively reproduce the resonant behavior of Anurogryllus. Simple
models allow us to 1) isolate the minimal set of computations required for generating resonant
behaviors, 2) facilitate the interpretation of the more complex network model, and 3) rule in or out
alternative mechanisms not currently part of the mother network but that might be easily acquired
during evolution. Given the simplicity of the models chosen, our goal was not a detailed reproduc-
tion of the Anurogryllus behavior (Fig. 1C), but a reproduction of the most prominent properties of
the period and DC tuning: namely the broad DC peak at the period of the male song, T, and the
two response peaks at 2 T f;, with the dominant peak at high DC (Fig. 1G).

We fitted three simple models to the behavioral data from Anurogryllus: First, an autocorrela-
tion model, which consists of a delay line and a coincidence detector (Bush and Schul, 2006). This
is the simplest model that can produce resonances and shows that delays alone can produce res-
onant response peaks. Second, the rebound model, which is an extension of the autocorrelation
model and captures the core computation of the mother network, in which the non-delayed input to
the coincidence detector consists of offset responses from a post-inhibitory rebound (Schéneich
et al., 2015; Clemens et al., 2021). The rebound model will reveal whether the core-computation
of the mother network—a delay line, rebound, and coincidence detection—is sufficient to produce
the resonant tuning of Anurogryllus. Lastly, we examined the a resonate-and-fire (R&F) neuron,
a single-neuron model with subthreshold membrane oscillations that reproduced the resonant be-
havior of T. cantans (Izhikevich, 2001; Webb et al., 2007). This last model will allow us to examine
how changes in intracellular properties, rather than network properties, can produce the resonant
song recognition of Anurogryllus.

Autocorrelation models produce resonant tuning but do not match the Anurogryllus be-
havior

In an autocorrelation model, the song input is split into two pathways, one with a delay A,., and
one without a delay (Fig. 2A). Responses from the delayed and non-delayed pathways are then
multiplied in a coincidence detector, that only responds when the delayed and the non-delayed
inputs overlap in time. The model response is then taken as being proportional to the average
output of the coincidence detector over the song.

The autocorrelation model fitted to the Anurogryllus data produces resonant response peaks
for pulse rates at integer fractions, but not at multiples, of the delay A,. (Fig. 2B, C). The fitted
value of A, = 17ms corresponds to 2T, the peak at twice the pulse period in the behavioral
data (Fig. 1E). Coincidence occurs if nT = A,., leading to resonant peaks at periods that are
fractions of the delay T = A,./n (or at pulse rates f = n/A,.) (Fig. 2E, F). Thus, resonant peaks
in the autocorrelation model arise at even and odd fractions of A,. and coincide with T, and 2 T.
However, the behavior only exhibits responses at even fractions of A,.. The lack of peaks at
odd fractions of A,. in Anurogryllus renders a pure autocorrelation-based mechanism for song
recognition unlikely (Fig. 1E).

Similar to the period tuning, the DC tuning of the fitted autocorrelation also does not match
the behavioral data: The output of the autocorrelation model increases linearly with DC (Fig. 2D),
with maximal responses for constant tones without a pause (DC 100%). By contrast, Anurogrullus
exhibits complex DC tuning with multiple peaks and, importantly, does not respond well to pulse
trains with very high DCs (Fig. 1E). The DC bias in the autocorrelation model arises because
songs with longer pulses and shorter pauses are more likely to produce coincidence for any given
delay (Fig. 2F, Fig. 2G, H).

In sum, the autocorrelation model demonstrates that a delay is sufficient to produce resonance.
However, autocorrelation alone is insufficient to qualitatively reproduce the pulse rate and DC
tuning found in Anurogryllus.
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Figure 2: An autocorrelation model produces resonant tuning.

A In the autocorrelation (AC) model, a non-delayed (blue) and delayed (orange) copy of the stimulus are multiplied in a
coincidence detector (grey). The output of the coincidence detector is integrated over the stimulus to predict the model
response. The example traces show coincidence for song with a pulse period that equals the delay A,c.

B PPF for the autocorrelation model fitted to the preference data in 1C. Predicted response values are coded in greyscale
(see color bar). Colored lines correspond to the DC and period transects shown in C and D (see legend).

C Period tuning of the autocorrelation model for different DCs (see legend in B). Resonant peaks arise at even and odd
fractions of the delay parameter A,. =~ 2 Ts. Vertical lines indicate the pulse periods transects shown in B.

D DC tuning for three different pulse periods (see legend in B), corresponding to Ts/2, Ts, and 2 T. DC tuning is high-pass
for all periods.

E Response traces from the autocorrelation model for songs with different periods (fractions and multiples of Ts) and a
DC of 33%. Resonant peaks arise from coincidence at integer fractions (e.g. 1A../2 = 2Ts/3) but not at multiples
(24,c = 2T;) of the delay parameter (stimulus—blue, delayed stimulus—orange, response—grey, see legend to the right).
F Pulse rate tuning given by the integral of the stimulus (blue), the delayed stimulus (orange), and the response (grey) at
50% DC. Response peaks arise at integer multiples and fractions of A,.. Dots indicate pulse patterns shown in E. Vertical
lines indicate the song periods shown in D.

G, H Response traces for different DCs (25, 50, 75%) (G) and DC tuning (H) at a non-resonant pulse rate (1.5Ts =
12.9ms). Increasing the DC leads to coincidence even at this non-resonant pulse rate. Same color code as in E, F.
Gray boxes in E and G illustrate the stimulus parameters for which traces are shown in the context of the PPF (compare
B).
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A rebound mechanism suppresses responses to pulse trains with high duty cycles

The core computation for song recognition in the cricket G. bimaculatus is an extension of the
autocorrelation model (Schéneich et al., 2015; Clemens et al., 2021) (Fig. 3A): As in the au-
tocorrelation model, the song is split into a delayed and a non-delayed path. The non-delayed
path is then sign-inverted and filtered to produce transient responses at the end of each pulse,
to mimic a post-inhibitory rebound. The rebound model produces outputs only when the delayed
input coincides with the rebound.

The pulse rate tuning of the rebound model resembles that of the autocorrelation model, with
resonant peaks arising close to even and odd fractions of the delay A, (Fig. 3B, C, compare
2C). However, the fitted value of A,, = 23ms matches neither multiples nor fractions of T,. This
is because the rebound is produced at the end of each pulse and coincidence therefore occurs
if n- T+ D = A,p, where D is the pulse duration (Fig. 3E, F). Resonant peaks occur at T =
(A, — D)/n (equation ) or f = n/(A,» — D), close to even and odd fractions of 2T, (Fig. 3A, B,
E, F). The responses to odd fractions of T, in the rebound model are not found in the behavioral
data. Therefore, a pure rebound mechanism is unlikely to produce the Anurogryllus behavior.

The DC tuning of the rebound model is band-pass, with reduced but non-zero responses for
continuous tones (high DC) (Fig. 3D, G). This band-pass tuning arises from two opposing pro-
cesses: On the one hand, responses increase with pulse duration up to a point set by the duration
of the inhibitory filter lobe that produces the rebound. This is because the rebound is strongest
if the pulse is long enough to saturate the rebound, which happens when it fully overlaps the in-
hibitory filter lobe (Fig. 3l). However, a further increase in pulse duration at a fixed pulse period
shortens the pauses and for short pauses, the rebound is interrupted by the next pulse (Fig. 3G,
J).

Overall, the rebound model fails to reproduce the qualitative features of the Anurogryllus re-
sponses. Period tuning exhibits excess peaks at odd fractions of the pulse rate as in the autocor-
relation model. While the DC tuning is band-pass, as in Anurogryllus, responses to constant tones
are still evident and the characteristic pattern with split-peaks is missing. This failure to reproduce
the Anurogryllus behavior is surprising given that the rebound constitutes the core mechanism of
song recognition in crickets. However, we will show below that a rebound mechanism can produce
the Anurogryllus behavior when combined with other computations found in the full network.

The resonate and fire model is a simple model that qualitatively matches the Anurogryllus
behavior best

As the last simple model, we fitted a resonate-and-fire (R&F) model to the Anurogryllus data. In
contrast to the autocorrelation and rebound models, which are network models, the R&F model
is a single neuron model that consists of coupled current and voltage-like variables (Fig. 4A)
(Izhikevich, 2001). This coupling leads to input-driven damped oscillations with a characteristic
frequency f.s¢. Inputs that arrive at positive/negative phases of the oscillation amplify/suppress
this oscillation. If the voltage reaches a threshold, a spike is elicited and the current and voltage
are reset. The R&F model can produce resonant behavior if the damping is weak and it was used
to reproduce the resonant song recognition from T. cantans (Bush and Schul, 2006; Webb et al.,
2007).

The R&F model fitted to Anurogryllus data is weakly damped (less than 2% of the stimulus
gain). It has a characteristic frequency f.sr = 109 Hz, which translates to T,sr = 9.2 ms—close
to the pulse period of the Anurogryllus song. The R&F responds strongly if the incoming pulses hit
the intrinsic oscillation during excitatory phases and resonant peaks therefore arise at multiples of
the period n - T,gr = n/f.gr. Thus, contrary to the autocorrelation and rebound models, the R&F
model responds only to multiples (subharmonics), but not to fractions of T,s¢ (harmonics) (Fig. 4B,
C). In the R&F, responses to fractions of T,gr are suppressed, because inputs faster than T,g will
arrive not only during the excitatory but also during the inhibitory phase of the intrinsic oscillation,
reducing the net drive to the spike generator. By contrast, responses at multiples of T exist
because subsequent pulses will arrive during the excitatory phase of the membrane oscillation
(Fig. 4E, F). The R&F model produces the Anurogryllus responses at T, and 2T, and, apart from
excess responses at higher multiples of T, matches the behavior well.

The DC tuning of the R&F model is more complex than that of the autocorrelation and rebound
models. At T,sr, the model responds with a single, broad peak to different DCs, whereas at 2 T4,
two separate peaks—at high and low DCs—are visible (Fig. 4B, D). The peak at the higher DC is
greater than that at the lower DC, consistent with the Anurogryllus behavior. With this DC tuning,
the R&F model qualitatively matches the Anurogryllus data best out of all models tested so far (Fig.
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Figure 3: Tuning for pulse rate and duty cycle in the rebound model fitted to Anurorgryllus behavior.

A The rebound model is an extension of the autocorrelation model. The non-delayed branch (purple) is sign-inverted (blunt
ended arrow indicates inhibition) and filtered by a bi-phasic filter to produce transient responses at pulse offsets that mimic a
post-inhibitory rebound. The positive part of the rebound and the delayed stimulus are then combined through coincidence
detection.

B PPF for the rebound model fitted to the preference data in 1C. Predicted response values are color coded (see color
bar). Colored lines correspond to the DC and period transects shown in C and D (see legend).

C Period tuning of the rebound model for different DCs (see legend in C). Vertical lines correspond to the pulse period
transects shown in B.

D DC tuning for three different pulse periods (see legend in C). DC tuning is high-pass for short periods (Ts/2, yellow) and
band-pass for intermediate and long periods (Ts (orange), 2 Ts (red)).

E Response traces of the rebound model for songs with different periods (fractions and multiples of Ts) and a DC of 33%
(stimulus—blue, rebound response—pink, delayed stimulus—orange, response—grey, see legend to the right).

F Pulse rate tuning given by the integral of the stimulus. Response peaks arise at integer multiples of f. Dots indicate
periods shown in E.

G, H Response traces for a DC sweep (33, 67, 95%) (G) and DC tuning (H) at a non-resonant period of 1.5Ts = 12.9 ms.
Even at this non-resonant period, responses increase with DC, consistent with the broadening of the response peaks with
DC in B and C. Responses decrease at very high DCs (short pauses), because the rebound is truncated by the next pulse
(see J). Same color scheme as in E, F.

I, J Integral of the rebound as a function of pulse duration (I) and pause (J). Dots in the curves (bottom) indicate example
traces shown on top of each curve. A minimum pulse duration and pause duration (black lines) are required for the rebound
to fully develop. At short pauses the rebound is interrupted by the following pulse (J).

Gray boxes in E and G illustrate the stimulus parameters for which traces are shown in the context of the PPF (compare
B).
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1F). Note that the R&F also produces peaks at 3 T,sr, but stimuli covering these periods were not
tested experimentally.

How does this complex DC tuning arise in the relatively simple R&F model? In the model,
inputs during the excitatory phase of the membrane potential oscillation amplify the oscillation and
therefore elicit spiking responses, while inputs during the negative phase suppress the spiking
responses. Songs with a pulse period of T, match the period of the membrane oscillation and
an input with a DC of 50% will produce the maximum output because it covers only the excita-
tory phase of the oscillations (Fig. 1G, H). Shorter pulses (DC<50%) will produce weaker voltage
responses because they engage the excitatory phase less, and longer pulses (DC>50%) will pro-
duce weaker voltage responses because they extend into the inhibitory phase. Pulse patterns
with a pulse period of 2 T.—twice the period of the oscillation—produce DC tuning with two broad
peaks—around DC 25% and around DC 75%—and no responses at DC 50% (Fig. 11, J). The
responses at DC 50% are suppressed because the pulse covers one full period of the oscillation,
and therefore equally engages the excitatory and the inhibitory phases of the oscillation, resulting
in weak spiking responses. Stimuli with smaller or larger DCs produce stronger responses be-
cause more of the excitatory phases of the oscillation are engaged. The peak at higher DCs is
higher than that at lower DCs because the pulse hits the excitatory phase once per period for DCs
below 50% and twice for DCs above 50% (Webb et al., 2007), as in (Fig. 4l).

Simple network models, unlike the single neuron model, fail to reproduce the behavioral
period and DC characteristics

Overall, none of the simple models were able to fully reproduce the Anurogryllus tuning. However,
a single-neuron model—the R&F model—came closest, suggesting that changes in single neuron
properties might underlie the emergence of resonant tuning in Anurogryllus (Fig. 4). By contrast,
simple delay-based models (autocorrelation and rebound) are insufficient to recover the Anurogryl-
lus tuning (Figs 2, 3): The delay-based models are resonant but they produce strong responses
to very short periods (fractions of T,) and are unable to replicate the DC tuning of Anurogryllus,
in particular the double-peaked DC tuning at 2T,. Importantly, the failure of the rebound model,
which replicates the hypothesized core mechanism of song recognition in crickets, challenges the
mother network hypothesis (Schéneich et al., 2015; Clemens et al., 2021)). However, the mother
network, developed using electrophysiological data from G. bimaculatus, contains additional com-
putations like adaptation and feed-forward inhibition. We therefore fitted a model of the full network,
previously developed in Clemens et al. (2021) (Fig. 5A), to the behavioral data from Anurogryllus
to test whether these additional computations can produce the behavior.

The mother network can produce the resonant phenotype

A computational model of the song recognition network in crickets, that was originally constructed
to reproduce electrophysiological data from G. bimaculatus (Clemens et al., 2021), was fitted to the
behavioral data from Anurogryllus females (Fig. 1C). This model reproduced the Anurogryllus be-
havior (5A): Resonant peaks at T, and 2T, and DC tuning at 2 T, that is bimodal with a preference
for higher DCs. This supports the mother network hypothesis—the network from G. bimaculatus
can produce the preference profiles from all cricket species examined so far and could therefore
constitute the template network for song recognition in crickets. How does the characteristic period
and DC tuning arise in the network? Above, we have shown that the rebound mechanism at the
core of the network is sufficient to produce resonant responses but insufficient to produce the DC
tuning at 2 T, (Fig. 3 D). We therefore investigated where in the network both response properties
arise.

In the full network, LN3 is equivalent to the output of the simple rebound model as it is the
coincidence detector that receives input from the rebound neuron LN5 and a delayed input from
AN1. Accordingly, resonant tuning with responses at multiple periods in the network arises in LN3
(Fig. 5E). Indeed, the effective delay between the two inputs to LN3 is 25.3 ms, similar to the delay
A,, = 23 ms found for the simple rebound model.

The DC tuning of Anurogryllus arises in the last neuron of the full network, in LN4 (Fig. 5E).
LN4 receives excitatory input from the coincidence detector LN3 and feed-forward inhibition from
LN2. The inhibition from LN2 shapes the DC tuning by suppressing responses to song with a DC
of 50% at 2T, (Fig. 5F): At DCs around 50%, the excitatory input from LN3 is ineffectual because it
overlaps with the strong inhibition from LN2. For higher and lower DCs, inhibition is less potent and
hence the output from coincidence detection prevails and LN4 responds. At lower DCs, inhibition is

10
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Figure 4: Tuning for pulse rate and duty cycle in the resonate and fire model fitted to Anurogryllus behavior.

A The resonate-and-fire (R&F) model is a spiking neuron model with bidirectionally coupled current (purple) and voltage-
like (orange) variables. Inputs currents trigger oscillations with a frequency w. Inputs are excitatory during positive phases
and inhibitory during negative phases of the oscillations. If the voltage exceeds a threshold, a spike (grey) is elicited and
the current and voltage are reset.

B Pulse-pause field (PPF) for the R&F model fitted to Anurogryllus data. Colored lines correspond to the DC and period
transects shown in C and D (see legend).

C Period tuning of the R&F model for different DCs. Resonant peaks arise at periods at integer multiples of Ts. The
response at 2 T, is attenuated for lower DCs, as in the behavior. Vertical lines correspond to the frequencies shown in D.
D DC tuning for three different pulse periods. There is no peak for Ts/2. At Ts, the DC tuning is band-pass. At 2Ts, the
DC tuning is bimodal, as in the data.

E Response traces for the R&F model for songs with different periods (fractions and multiples of T;) and a DC of 33%
(stimulus— blue, current—pink, voltage—orange, spikes—grey, see legend). Membrane oscillations and responses are weak
at fractions at Ts. Responses are strong at integer multiples of Ts. F Pulse rate tuning at DC 33%. Shown are the integrals
of the stimulus (blue) and spiking response (grey). The current-like (pink) and voltage-like (orange) variables were rectified
before integration.

G, | Response traces for different DCs at Ts (G) and 2 T (I).

H, J DC tuning at Ts (H) and 2T (J). Dots mark the stimuli shown in G and |. DC tuning is unimodal at Ts and bimodal at
2Ts.

Gray boxes in E, G, and I illustrate the stimulus parameters for which traces are shown in the context of the PPF (compare
B). 11
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weak and offset in time from the excitatory input from LN3. At higher DCs, the excitation from LN3
is stronger and arrives slightly later than the inhibition. In summary, the Anurogryllus tuning arises
serially, through two computations in the network model: Rebound and coincidence detection in
LN3 shape the period tuning and feed-forward inhibition from LN2 suppresses responses at wrong
periods and shapes the DC tuning.

To confirm that a mechanism comprising rebounds and feed-forward inhibition is sufficient to
reproduce the Anurogryllus behavior, we extended the simple rebound model (Fig. 3) with delayed
feed-forward inhibition (Fig. S2A). We used the parameters of the simple rebound model (Fig.
3) and only fitted the delay and filter properties of the LN2-like input to LN4 (see Methods). This
model is sufficient to reproduce the resonant period tuning (Fig. S2C) and the bimodal DC tuning of
Anurogryllus (Fig. S2B-D). The DC tuning arises from the timing of excitatory and inhibitory inputs
to LN4 (Fig. S2E), not from their strengths (Fig. S2F). Responses to a DC of 50% are suppressed
in LN4 because excitation and inhibition arrive at the same time (Fig. S2E). For shorter/longer
DCs, inhibition arrives too early/late to cancel the excitation.

Nonlinear computations can accelerate the divergence of song preferences
through saltatory evolution

Resonant, multi-peaked preference functions as found in A. muticus (Fig. 1C—E) may impair
species discrimination, because they produce responses not only to the period of the conspe-
cific song but also to its multiples or fractions. However, resonant recognition mechanisms could
drive the fast co-divergence of song structure and song preference between sister species: Ac-
cording to the standard model of evolution, novel phenotypes evolve through an accumulation of
small genetic changes that induce small phenotypic changes. However, an alternative, saltatory,
model poses that nonlinearities in the mapping from genotype to phenotype can drive sudden
large phenotypic changes (Gould and Eldredge, 1977). Evolutionary developmental biology has
shown that strongly nonlinear developmental programs can give rise to morphological innovations
from small genetic changes (Mdller, 2007)—so-called morphological monsters. Resonant song
recognition with responses to disjoint sets of songs is also the result of a highly nonlinear mapping
from network parameters to behavior. If simple mechanisms existed to isolate individual resonant
peaks, then behavioral preferences could jump between these peaks, resulting in sudden large
changes in the female preference that will drive large changes in male song and a rapid isolation
between sister species.

Spike-frequency adaptation (SFA) is one mechanism that can isolate individual peaks from a
resonant preference function: SFA is ubiquitous in the nervous system and is also found in the song
recognition network of G. bimaculatus (Benda and Hennig, 2008; Schoneich et al., 2015; Clemens
et al., 2021). SFA in combination with the low-pass properties of the neuronal cell membrane
results in a band-pass filter that can be tuned by changing the time constants of the membrane or
of the adaptation current (Benda and Herz, 2003; Benda, 2021). We have implemented a simple
proof-of-principle model to illustrate that SFA can isolate individual peaks from a resonant response
field (Fig. 6B—F). In the example, changes in the membrane time constant of an adapting neuron
can change the relative amplitudes of the individual peaks and thus hide or reveal individual peaks
without creating intermediate ones. This will exert selection pressure on the male song to jump to
the new larger peak of the female preference function. SFA could thus be a mechanism through
which acoustic communication evolves in a saltatory manner: Not by gradual shifting of female
preference and male songs but by jumping of the preferences and songs between relatively fixed
resonant peaks (Fig. 6A).

Direct evidence for this hypothesis is difficult to obtain as data on female song preference from
other Anurogryllus species does not exist. However, given that female preference and male song
are hypothesized to co-evolve and typically do so in crickets (Kostarakos and Hedwig, 2012; Gabel
etal., 2016; Stout et al., 1983; Doherty and Storz, 1992; Shaw and Herlihy, 2000; Grace and Shaw,
2011) , song data could be used as indirect support of our hypothesis. Under the hypothesis, the
pulse periods of males from different Anurogryllus species should be close to multiples or fractions
of each other. While song data from the genus Anurogryllus is scarce we did find information on the
song from six other Anurogryllus species (Table 2), and that data is consistent with our hypothesis
(Fig. 6G). The distribution of song periods of all seven species is trimodal with the modes at
periods of 7.2, 13.4, and 22.8 ms, close to integer multiples of each other. This is consistent with
songs changing in integer steps along resonant peaks. In addition, the first two modes at X and
Y ms are close to the resonant bands of the A. muticus preference function (compare Fig. 1D),
with 45% of the song data overlapping with the resonant bands from A. muticus females. Under
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Figure 5: A model of the full song recognition network in crickets reproduces the resonant tuning of Anurogryllus
A Schematic of the full 5-neuron network and internal connections. Pointy and blunt ended arrows indicate excitation and
inhibition, respectively. Delay (AN1-LN3), rebound (LN5), and coincidence (LN3) are computations of the core rebound
mechanism (Fig. 3). Feed forward inhibition from LN2 to LN4 is crucial for reproducing DC tuning.

B The resonant phenotype of Anurogryllus recovered with the five neuron model. Colored lines correspond the period and
DC transects in D and E.

C Traces of the DC transects labeled in B at 33%, 50%, and 80% DC, which each reveal the relative strength of the peaks at
Ts/2, Ts,and 2 Ts. There is no response at the shortest period (Ts/2—yellow). At the period of male song ( Ts—orange),
DC tuning is band-pass. At the 17 ms period (2 Ts—red), tuning is biphasic, as observed in the behavioral data. Vertical
lines correspond to the DCs shown in C.

D Traces of the period transects labeled in B, which shows that each peak has unique DC preferences (Compare with the
behavioral data in Fig 1 which shows that Anurogryllus similarly demonstrates a bandpass preference around the male
calling song Ts, and a preference for high DCs for the 2 T peak).

E Response profiles of the five neurons in the network.

F Example internal network traces for three songs (blue) along the 2T period transect at different DC’s, showing the
interaction of the excitatory coincidence detection output from LN3 (red) and the inhibition from LN2 (blue) to produce the
output response in LN4 (green).

Gray boxes in F illustrate the stimulus parameters for which traces are shown in the context of the PPF (compare B).

See also Fig. S2 and 6.

13



398

399

400

401

402

403

a uniform random model, the expected overlap is 15 + 4% and the observed distribution of songs
is thus unlikley to have arisen by chance (p < 1012, Fig. 6H). While this preliminary analysis
does not provide proof, the results are consistent with the hypothesis that song preference and
song structure may develop in a saltatory manner by jumping between more or less fixed resonant
peaks in Anurogryllus. In the future, a more comprehensive survey of male song and female
preference in different Anurogryllus species is required to further test the hypothesis.
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Figure 6: Resonances enable saltatory evolution of song preferences

A Evolution of the period preference (top to bottom) in a population under a gradual (left) and saltatory (right) mode. Under
a gradual mode, small changes in the preference lead to a shift of the preference over time. Under a saltatory mode, the
preference function of individuals jumps to a new peak and that new peak gets fixated without intermediate.

B Structure of the rebound model with adaptation. The non-integrated output of the rebound model from Fig. 3 was used to
drive a leaky integrate and fire neuron with an adaptation current (LIFAC). The spike output of the LIFAC is then integrated
to yield a value proportional to the phonotaxis. A rectifying nonlinearity (relu) is then used to further sharpen the tuning for
song.

C PPF of the rebound model with resonant peaks used as the input to the LIFAC. The two resonant peaks at ~ 9 ms and
= 17 ms shown as thin black anti-diagonal lines. The thicker black diagonal line shows the transect at a DC of 66% shown
in E.

D, E PPFs of the rebound & LIFAC model. The resonant peaks at &~ 9 ms and ~ 17 ms (thin black lines) were isolated by
setting membrane time constants 7, to 8.6 (D) and 12.2 ms (E), respectively.T he orange and red diagonal lines correspond
to the transects at a DC of 66% shown in E.

F Period tuning of the models in B-D for a transect through the PPF at a DC of 66%.

G Distribution of song periods for seven Anurogryllus species. The gray shaded regions depict the responses of A.muticus
females to the period of the male song (Ts) and to twice that period (2 Ts) (cf. Fig. 1C, D).

H Overlap between songs from the 7 species and the resonant bands in the preference function of A. muticus females (grey
bands in G) in the data (0.45, black line) and under a random uniform model (grey histogram, 100,000 random samples,
meanzstandard deviation 15+5%). The observed overlap is unlikely to have arisen from that model (p < 10—12).
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Discussion

In this paper, we investigated the consequences of the unique song recognition phenotype of
Anurogryllus for the evolution of acoustic communication among crickets. Anurogryllus females
respond to three different pulse patterns: pulse patterns matching the period of the male song
but also to patterns with twice the period and low or high duty cycle(Fig. 1). Using computational
modeling, we tested whether this unusual recognition phenotype in crickets necessitates a cor-
responding novel recognition mechanism or if the hypothesized shared mechanism observed in
other cricket species suffices.

First, to identify elemental computations required for resonant song recognition, we tested sim-
ple delay and filter-based network models, alongside a single-neuron model with resonant mem-
brane properties (Figs. 2, 3, 4). While each model could resonate, it was the resonate and fire
single-neuron model that best matched the tuning of Anurogryllus for both period and DC. That
a single-neuron model qualitatively matches the behavior suggests that changes in intracellular
properties capable of inducing oscillations of the membrane potential could underlie the evolution
of resonant song recognition in Anurogryllus.

Critically, we found that a pure rebound mechanism, the core computation of the hypothesized
shared mechanism for song recognition in crickets, is insufficient to reproduce the tuning of Anuro-
gryllus and that additional computations present in the shared network are necessary (Fig. 5): The
core rebound mechanism gives rise only to the resonant period tuning but not the DC tuning, cast-
ing doubt on the mother network hypothesis. However, the addition of feed-forward inhibition,
present in the full model, recovered the DC tuning profile (Fig. S2). In G. bimaculatus, the cricket
species in which the network was described, feed-forward inhibition primarily served to refine pe-
riod tuning (Schoéneich et al., 2015), as no resonances appear at the coincidence detection stage
of the network in this case. In Anurogryllus, it appears to have been coopted to modulate DC tuning
by attenuating responses to intermediate DCs. This is in agreement with the fitted mother network
model, in which the resonant response arises in two steps: The rebound-based mechanism at the
core of the network shapes the period tuning, while feed-forward inhibition shapes the DC tuning.
Importantly, in the original network, the feed-forward inhibition only sharpens the period tuning,
suggesting that this computation can be re-used in Anurogryllus for another function. Overall,
our study shows how novel behaviors can arise from the modification of existing intracellular and
network computations.

Mechanisms of resonant song recognition in Anurogryllus

In the absence of physiological recordings, computational modeling can be used to constrain hy-
potheses about the recognition mechanism of Anurogryllus. Here, we used two approaches: 1)
Minimal models of networks and single-neurons, to identify the computations required to produce
the Anurogryllus tuning, and 2) a complex network model based on the song recognition network
from another species, G. bimaculatus, to test about the potential of that network to produce reso-
nant behavior. We identified two mechanisms that can give rise to the resonant song recognition
in Anurogryllus: A cell-intrinsic mechanism based on oscillatory membrane properties (Fig. 4).
And a combination of two network mechanisms: rebound and feed-forward inhibition (Fig. 5, S2).

The resonate and fire neuron, a single-neuron model that was previously used to reproduce
resonant song recognition in a katydid (Webb et al., 2007) qualitatively reproduced the pulse rate
and DC tuning of Anurogryllus. It produced responses to T and 2 T, and exhibited bi-modal DC
tuning at 2T, (Fig. 4). Off-target responses in the model for longer periods could be suppressed
by additional computations like a high-pass filter, for instance via adaptation, a computation that is
ubiquitous in the mother network (Benda, 2021; Clemens et al., 2020). The resonant membrane
properties could arise by changing the expression levels of specific ion channels in any of the
neurons of the mother network. For instance, voltage-gated calcium (Cay) or potassium (KCNQ,
HCN) (Ge and Liu, 2016).

We also found that the rebound mechanism in the mother network alone was not sufficient to
produce the tuning of Anurogryllus (Fig. 3). However, combining the rebound with feed-forward
inhibition recreates the period and DC tuning (Fig. S2). In the full network model (Fig. 5A, B),
these computations arise in different neurons of the network: First, the rebound produced by LN5
is combined with delayed excitation from AN1 in the coincidence detector LN3 to produce the
resonant period tuning. Then, feed-forward inhibition from LN2 shapes the DC tuning in LN4.
Crucial for tuning the network are the response delays: from AN1 onto LN3 to tune the preferred
periods (Clemens et al., 2021) and from LN2 onto LN4 to tune the DC responses (Fig. S2E, F).
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Ultimately, determining which of the two proposed mechanisms—single cell or network—generates
the resonant behavior of Anurogryllus will require intracellular recordings that detect membrane
oscillations and assess response delays.

Resonances are rare because they are undesirable, or because they have
been missed in experiments

Our analysis of the simple models revealed that resonances can arise easily from common mecha-
nisms like delays or membrane oscillations (Fig. 2, 3, 4). However, multi-peaked response profiles
are known only from two species—Anurogryllus and T. cantans (Bush and Schul, 2006). This may
reflect selection against resonant tuning, because resonances broaden the female tuning to re-
gions that fall outside of the male calling song, leading to the potential misidentification of mating
partners. While multi-peaked tuning can still enable mate recognition if other signalers do not sing
at the resonant off-target peaks (Amézquita et al., 2011), it is likely that these resonances are sup-
pressed and hidden in many pattern recognition networks, for instance through spike-frequency
adaptation (Fig. 6B—F).

However, multi-peaked responses might also be underreported, since their detection requires
a comprehensive and systematic sampling of the stimulus space when quantifying female pref-
erences. Future playback experiments should therefore be designed to ensure the detection of
resonances: Stimuli should not only densely sample different periods but should also do so at
multiple DCs. For instance, a stimulus set that densely samples pulse periods, but at a DC of
50% would have missed the resonant peaks at twice the song period in Anurogryllus and T. can-
tans (Fig. 1G, H). A characterization of the DC tuning also helps differentiate between resonant
mechanisms (Figs. 2, 3, 4): Only the R&F model produces bimodal DC tuning at 2T, while
autocorrelation and rebound mechanisms produce unimodal DC tuning. Sweep or chirp stimuli
commonly used in electrophysiology have a changing pulse rate or period are not sufficient for
discriminating models since these stimuli have a constant DC (Narayanan and Johnston, 2007).
Similarly, the presence or absence of responses to odd and even multiples or fractions of the song
period can disambiguate between different mechanisms (Figs. 2, 3, 4): The R&F model responds
only to even multiples of the model’s characteristic period, while the simple delay-based models
respond to both even and odd fractions. However, an interpretation of such experiments is com-
plicated by the fact that the behavioral preference is the outcome of multiple computations, in the
case of Anurogryllus possibly of a rebound mechanism combined with feed-forward inhibition (Fig.
S2).

Resonant song recognition and the evolution of acoustic communication in
crickets

Overall, our computational approach revealed the capacity of neural networks for change: The
song recognition network described in G. bimaculatus consists of a set of elementary computations—
rebounds, coincidence detection, adaptation, feed-forward inhibition—that can give rise to a rich
set of recognition behaviors. This network has the capacity to produce all recognition types known
in crickets: For pulse pause, pulse period, DC, and even multi-peaked resonant tuning of Anuro-
gryllus. This network could therefore serve as a mother network, that gives rise to the full diversity
of song recognition in crickets. That even a small network, consisting of only 5 neurons can pro-
duce so many diverse behaviors highlights the enormous potential of neural networks to produce
evolutionary novel phenotypes.

While simple models of the core rebound, delay, and coincidence detection mechanism only
partially recovered the characteristics of the resonant Anurogryllus behavior, insights from the full
model revealed that the function of the pulse recognition network in crickets might include ad-
ditional selectivity for duty cycle via feed-forward inhibition, the inclusion of which enabled the
simple rebound model to replicate the resonant pattern. These results further suggest that the
function of the pulse pattern recognition network in crickets cannot be conceptualized merely as
a rate detector, but that it may additionally select for the duty cycle characteristics of in